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Abstract: - This systematic review explores the applications of High-Performance Computing 

(HPC) in AI-driven disease prediction models, emphasizing the role of machine learning (ML) 

and deep learning (DL) algorithms in advancing healthcare diagnostics. HPC, by enabling rapid 

data processing and complex simulations, has become indispensable in analyzing large-scale 

medical data, such as genomic sequencing, biomedical imaging, and electronic health records 

(EHRs). Through the application of AI, particularly ML and DL models, healthcare systems can 

achieve more accurate disease predictions and personalized treatment strategies. These models, 

which learn from vast amounts of medical records and images, improve over time, becoming 

more precise in diagnosing conditions such as cancer and diabetes. This review assesses the 

effectiveness, scalability, and practical applications of HPC and AI in healthcare diagnostics, 

including drug discovery and disease progression modeling. We conducted a comprehensive 

literature search in multiple databases, including PubMed, Scopus, and IEEE Xplore, focusing on 

studies published between 2020 and 2025. After applying inclusion and exclusion criteria, 600 

relevant studies were selected. The findings underscore the transformative potential of HPC and 

AI in healthcare, highlighting the accuracy and efficiency these technologies offer in disease 

prediction and treatment. Future research should focus on enhancing unsupervised learning 

algorithms and integrating HPC-enabled AI solutions into automated healthcare delivery systems, 

such as those supported by 5G networks and advanced neural networks. This review provides a 

critical overview of current advancements and sets the stage for further innovations in AI-driven 

healthcare diagnostics. 

Keywords: High-Performance Computing, AI-driven disease prediction models, machine 

learning, deep learning, healthcare diagnostics, personalized treatment, genomic data, drug 

discovery. 

 

1.0 Introduction 

This review explores the transformative role of High-Performance 

Computing (HPC) and Artificial Intelligence (AI) in healthcare, 

particularly in diagnostics and disease prediction. With healthcare 

systems producing massive volumes of data from genomic 

sequencing, biomedical imaging, electronic health records (EHRs), 

and wearable devices, HPC has become essential for managing and 

analyzing these complex datasets (Uysal & Ozturk, 2020; Kong et 

al., 2020). 

The rapid growth of health data, alongside advances in simulation 

and modeling, drives the adoption of HPC. Effectively processing 

this data presents significant challenges in storage, management, 

and analysis challenges that HPC is uniquely equipped to address. 

In genomics, HPC enables researchers to analyze genetic data at 

unprecedented speed and scale, uncovering disease-related genetic 

variations and aiding in personalized treatment development (Xi et 

al., 2019). HPC also plays a critical role in drug discovery and 

computational modeling. Traditionally resource-intensive, drug 

discovery is now accelerated through HPC-powered molecular 

dynamics simulations, offering detailed insights into drug-protein 

interactions at the atomic level, thereby reducing both time and 

cost (Bhatt et al., 2021). Additionally, HPC-enabled computational 

models simulate biological systems and disease progression, 

informing treatment strategies. 

The integration of HPC with AI in healthcare has grown 

substantially (Gorris et al., 2021). Advanced AI techniques, 

especially deep learning, require significant computational power 

to process large datasets and complex neural networks effectively 

(Dhal & Azad, 2022). In biomedical imaging, HPC allows AI tools 

to rapidly analyze high-resolution images, enabling real-time, 

accurate diagnoses (Verma et al., 2021). Moreover, the synergy 
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between HPC, AI, and simulation has enhanced both the speed and 

quality of healthcare simulations (Rizk et al., 2019). Beyond 

clinical applications, HPC adoption provides valuable insights for 

healthcare business and strategic planning, offering a 

comprehensive understanding of current trends and future 

opportunities (Owais et al., 2019). However, the fast pace of 

technological advancements renders manual data analysis 

impractical (Abedi et al., 2020). This highlights the need for 

automated literature analysis frameworks to process vast scientific 

corpora and derive actionable insights for decision-making within 

the healthcare sector (Jiji et al., 2020). 

Artificial Intelligence (AI), particularly in conjunction with 

Machine Learning (ML), is rapidly gaining prominence in various 

branches of medicine, including cardiovascular care (Nithya et al., 

2020). Advocates suggest that AI has the potential to transform 

healthcare practices by harnessing advanced technologies capable 

of collecting highly detailed, diverse datasets and utilizing 

powerful computational tools to process and interpret this 

information (Guni et al., 2021). Central to this transformation is 

the creation and application of advanced clinical prediction 

models—tools, algorithms, or frameworks designed to improve, 

and possibly revolutionize, the processes of screening, diagnosing, 

and forecasting disease outcomes (Won et al., 2021). 

These prediction models typically fall into two primary categories: 

diagnostic models, which estimate the likelihood that a patient 

currently has a specific condition, and prognostic models, which 

predict the likelihood of a patient developing a health outcome 

within a defined time frame (Sinagra et al., 2020). 

The rapid advancements in machine learning have enabled the 

development of increasingly sophisticated prediction models using 

both structured data like; tabular datasets and unstructured data 

like, free-text notes in EHRs, medical imaging, and 

electrophysiological data) (Goenka & Tiwari, 2021). Leveraging 

these advances, AI has been employed across a broad spectrum of 

cardiovascular applications, such as automated detection of cardiac 

arrhythmias via electrocardiograms (ECGs) (Xu et al., 2020), early 

identification of aortic valve disease, and predicting survival 

outcomes in patients undergoing cardiac resynchronization therapy 

(Suresha et al., 2021).The rising implementation of AI-driven 

prediction models in cardiovascular healthcare, however, 

introduces new challenges. Medical professionals in this field must 

not only understand the benefits and potential of AI applications 

but also recognize their limitations when deploying them in clinical 

environments (Xu et al., 2021). 

Diagnostic imaging plays a crucial role in medical decision-

making, and many diagnoses rely heavily on analysis of images 

produced by advanced digital devices (Alfian et al., 2018). The 

integration of AI into medical image evaluation has enabled 

automatic, accurate assessments, thereby decreasing the workload 

of healthcare providers, reducing diagnostic errors and delays, and 

improving the overall efficiency of disease detection and prediction 

(Jader & Aminifar, 2022). AI-based imaging analysis is a vital 

research area, involving sophisticated algorithms for disease 

prediction, diagnosis, and treatment planning, all of which 

significantly impact clinical decision-making (Ijaz et al., 2018). 

Within AI, Machine Learning (ML) and Deep Learning (DL) 

represent two major subfields with extensive applications in 

healthcare, including disease diagnosis, drug discovery, and risk 

factor identification (Tigga & Gurg, 2020). The progress of big 

data and electronic health records has fueled the effectiveness of 

ML and DL methods. ML techniques encompass algorithms like 

neural networks and fuzzy logic, which are widely used for 

automating diagnostic and forecasting tasks (Momin et al., 2019). 

Deep learning, a specialized form of ML, differs from traditional 

neural networks by eliminating the need for manual feature 

extraction. Instead, DL algorithms automatically learn from raw 

data, making them especially powerful in medical image analysis 

tasks such as image fusion, segmentation, alignment, and 

classification (Kong et al., 2020). 

Among these techniques, Support Vector Machines (SVM) and 

Convolutional Neural Networks (CNN) are among the most 

commonly utilized for disease analysis and diagnosis. SVM is a 

classic ML method, while CNN, a type of DL architecture, excels 

in handling complex image data with high computational 

efficiency (Xi et al., 2019).The rapid development of computer-

based technologies is revolutionizing many sectors, with digital 

healthcare being a significant area of innovation. These 

technologies help minimize human error, improve clinical 

outcomes, and support effective data tracking (Owais et al., 2019). 

Artificial Intelligence (AI), particularly through Machine Learning 

(ML) and Deep Learning (DL), plays a crucial role in diagnosing 

and predicting diseases, especially those requiring imaging or 

signal analysis (Bhatt et al., 2021), and identifying populations or 

regions with higher disease prevalence or risk behaviors (Xu et al., 

2020). 

ML has made notable progress in medical image analysis by 

automating feature extraction using advanced algorithms (Jiji et al., 

2020). It includes supervised, unsupervised, and reinforcement 

learning (Mohan et al., 2019), with data preprocessing being 

essential for improving data quality and reducing errors (Taylor et 

al., 2018). Efficient image classification and enhanced algorithm 

performance are achieved through feature extraction and model 

training (Han et al., 2020).DL, a major subfield of ML, mimics 

human neural networks to analyze large datasets and extract 

features without manual effort (Bhatt et al., 2021; Chen et al., 

2021). CNNs, a common DL model, have set benchmarks in image 

recognition challenges like ImageNet by significantly lowering 

error rates (Bharti et al., 2021; Lu et al., 2022). Despite their 

computational precision, understanding trained DL models can be 

complex (Guni et al., 2021; Tigga and Gury, 2020). 

Healthcare's vast data output makes it ideal for AI applications, 

especially in medical imaging from X-rays, MRIs, CT scans, etc. 

(Uysal and Ozturk, 2020). AI-driven models enhance diagnostic 

efficiency and accuracy across medical fields (Chen et al., 2021; 

Kumar and Sungla, 2021). AI, encompassing ML and DL, allows 

systems to learn, improve, and generalize to new data (Wang et al., 

2022; Tazary et al., 2021). DL aids automated diagnosis, reducing 

reliance on human interpretation and errors, and supports tools like 

computer-aided diagnosis (CAD) and disease segmentation 

(Tengnah et al., 2019; Ghafari et al., 2022). AI also aids in surgical 

robotics and improves decision-making through accurate 

healthcare data analysis (Matsuoka et al., 2020; Shabut et al., 

2018). 

DL's ability to recognize patterns enhances personalized care and 

early disease diagnosis, often surpassing traditional ML and human 

performance (Rajaraman et al., 2018; Jamal and Simon, 2021). 

Common DL models include CNNs, DNNs, DBNs, autoencoders, 
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DBMs, DC-ELM, and RNNs, including variants like BLSTM and 

MDLATM (Cao et al., 2019).Recent innovations include RAGCN, 

which uses graph convolutional networks for region-based analysis 

in CT and MRI scans (Marwa et al., 2023; Bhosale and Patnaik, 

2023), and LAPNet, which improves lesion detection in conditions 

like diabetic retinopathy through multi-scale analysis (Saha et al., 

2021; Won et al., 2021).Overall, this review emphasizes the 

growing role of High-Performance Computing (HPC), AI, and ML 

in transforming healthcare diagnostics by enhancing accuracy, 

implementation, and efficiency in disease prediction and treatment 

planning. 

1.1    Research Questions: 

a. What Artificial Intelligence (AI) algorithms are most used 

for machine learning in healthcare diagnosis? 

b. How do these AI algorithms compare in terms of accuracy, 

efficiency, and practical applicability in healthcare? 

c. What are the main challenges in implementing High-

Performance Computing (HPC), and its subsidiary machine 

learning for healthcare diagnostics and how have they been 

addressed in the literature? 

d. What are the future opportunities for advancing High-

Performance Computing (HPC) and AI algorithms in 

healthcare diagnostics and disease prediction models? 

2.0 Methodology: 

The methodology for this review entailed a comprehensive and 

systematic search of scholarly databases, including Scopus, Web of 

Science, and Google Scholar, to explore the use of High-

Performance Computing (HPC) in healthcare diagnostics, with a 

particular focus on AI-powered disease prediction models. The 

review process adhered to the guidelines outlined by the Preferred 

Reporting Items for Systematic Reviews and Meta-Analyses 

(PRISMA). As this study is based solely on previously published 

research, ethical approval and informed consent were not 

applicable. 

2.1 Search Strategy: 

To conduct a thorough and well-rounded literature search for this 

systematic review, the selection of appropriate databases was 

essential to gather a diverse and relevant set of studies. The 

primary databases utilized included PubMed, Scopus, IEEE 

Xplore, SpringerLink, Web of Science, and Google Scholar. A 

variety of keyword combinations were employed during the search 

process, such as "High-Performance Computing," "Healthcare 

diagnostics," "Artificial Intelligence (AI) driven disease prediction 

models," and "AI and machine learning in healthcare diagnostics." 

In addition to database searches, cross-referencing and software 

validation of key articles were performed to ensure comprehensive 

coverage. The search was limited to original research articles 

published between 2020 and 2025. 

2.2 Inclusion Criteria: 

The inclusion criteria were designed to capture and synthesize 

existing literature related to the themes of "High-Performance 

Computing (HPC)," "AI algorithms in healthcare diagnostics," 

"machine learning in disease prediction models," and "healthcare 

diagnostics." The review was further refined to include studies that 

met the following conditions: 

(a) Analysis of how High-Performance Computing (HPC) is 

applied in healthcare diagnostics; 

(b) Evaluation of the accuracy, scalability, and real-world 

implementation of various AI algorithms used in disease 

prediction models; and 

(c) Identification of commonly used datasets, performance 

evaluation metrics, and case studies involving AI and 

machine learning in healthcare settings. 

To be included, articles or data sources were required to report at 

least one indicator related to the use of HPC in healthcare 

diagnostics and AI-based disease prediction models. 

2.3 Exclusion Criteria: 

The exclusion criteria for this review were as follows: all articles 

published before 2020, studies lacking experimental validation, 

and non-English language papers unless an English translation was 

available. Additionally, the following were excluded: 

(a) Articles or journals not related to the application of High-

Performance Computing (HPC) in healthcare diagnostics; and 

(b) Publications focused on HPC but not addressing healthcare 

diagnostics or AI-driven disease prediction models. 

2.4 Data Extraction: 

Data extraction was independently performed by two reviewers 

using a standardized protocol. Relevant information concerning the 

use of High-Performance Computing (HPC) in healthcare 

diagnostics and AI-driven disease prediction models was 

systematically gathered from the selected research articles and 

journals. This review, focused on HPC applications in healthcare 

diagnostics, synthesized data on changes from baseline endpoints, 

which were either directly obtained from the original studies when 

available or calculated using AI algorithm outputs and machine 

learning predictions. These values were compared to baseline 

metrics to assess the effectiveness of HPC in healthcare prognosis 

and treatment. 

2.5 Analysis: 

The PRISMA framework diagram was used to sort the articles 

needed for this review and the data gathered were analyzed based 

on their year of publication using Excel graph sheets. 

2.6 Expected Outcomes: 

Machine learning, a subset of artificial intelligence, is an integral 

component of High-Performance Computing (HPC). HPC employs 

supervised and unsupervised algorithms, along with other AI-

driven disease prediction models, to enhance healthcare diagnostics 

and provide accurate treatments for the benefit of human health. 

The integration of AI, machine learning, and HPC into the 

healthcare sector aims to improve efficiency, accessibility, 

accuracy, precision, and speed in delivering quality healthcare, 

while reducing human errors and limitations (Wang et al., 2022). 

The future of HPC, AI-driven disease prediction models, and 

machine learning largely relies on unsupervised algorithms, 

enabling machines to independently carry out medical prognosis 

and treatments through advanced automated systems and 
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connectivity technologies, such as 5G networks and Convolutional 

Neural Networks (CNNs) (Marwa et al., 2023). 

This review synthesizes research articles, review papers, and 

journals. Duplicate articles were meticulously identified and 

excluded to ensure the quality of the review. Abstracts of the 

selected papers were carefully analyzed to guarantee the relevance, 

quality, and accuracy of the literature included. The review was 

limited to papers published in the English language. A total of 

9,551 articles and journals were initially extracted from the search. 

After applying exclusion criteria and removing duplicate records, 

9,000 articles were excluded, resulting in 600 articles selected for 

further assessment. 

 

3.0 Result 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1: Prisma Frame Work Diagram of procedures involved in the selection of preferred journal for this review. 

 

 

 

 

 

 

Records identified through 

database searching 

(n = 9551) 

Additional records identified 

through other sources 

(n = 9) 

Total Records Extracted 

(n = 9600) 

Records screened 

(n = 600) 

Records excluded based on 

Exclusion Criteria  

(n = 9000) 

Full-text articles assessed for 

eligibility 

(n = 500) 

Full-text articles excluded Based 

on duplicate 

(n = 100) 

Studies included in qualitative 

synthesis 

(n = 4) 

Journal or Articles excluded 

based on irrelevance to the 

review 

(n = 496) 

Studies included in systematic 

review (meta-analysis) 

(n = 4) 

S
cr

e
en

in
g

 
Id

en
ti

fi
ca

ti
o

n
 



 ISAR J Med Pharm Sci; Vol-3, Iss-3, 2025 

 

19 
 

3.1 Bar-chart representation of statistical data. 

 

Fig 2: Bar chart representation of total number of article and journal publication for the last five years. 

 

Considering the chart above, 2024 has the highest number of 

journal publication on High-Performance Computing (HPC) in 

healthcare diagnostics and AI-driven disease prediction models. 

With a total publication of over 5000000 journals. 

4.0 Discussion: 

AI-driven disease prediction models and machine learning 

technologies are increasingly becoming pivotal in healthcare for 

providing more accurate insights into various disorders and 

diseases (Saha et al., 2021). Given AI's ability to interact 

effectively with image data, it has seen widespread adoption in 

disease diagnosis and prediction. Machine learning algorithms, 

along with big data sourced from medical records and wearable 

devices, are essential tools for deploying AI models within the 

healthcare system (Li et al., 2022). These technologies help 

improve disease diagnosis, classification, decision-making 

processes, walking aids performance, optimal treatment choices, 

and ultimately contribute to longer and healthier lives (Li et al., 

2023). AI significantly accelerates medical analysis and diagnosis. 

For example, it can detect tumors in medical images, allowing 

pathologists to diagnose diseases at an earlier stage and initiate 

treatment, instead of waiting for tissue samples to be sent to a 

laboratory (Chee et al., 2019). AI-based algorithms also play a 

crucial role in identifying undiagnosed patients and rare diseases, 

providing opportunities for earlier diagnosis (Moen et al., 2019). 

Machine learning (ML) and deep learning (DL) techniques are 

increasingly applied in diagnosing heart diseases (Lu et al., 2022). 

With the availability of various medical imaging techniques, such 

as CT scans, ECGs, and echocardiograms, deep learning has 

proven to be effective in analyzing cardiovascular data (Khan et 

al., 2021). Coronary atherosclerotic heart disease, a common and 

debilitating condition, has been studied using SVM and ANN 

methods to diagnose heart diseases such as Arrhythmia, 

Cardiomyopathy, Coronary Heart Disease (CHD), and Coronary 

Artery Disease (CAD) (Nordin et al., 2023). The SVM model 

achieved accuracy rates of 89.1%, 80.2%, 83.1%, and 71.2%, 

respectively, while the ANN model achieved 85.8%, 85.6%, 

72.7%, and 69.6% accuracy for the same conditions (Keenan et al., 

2021). In another study, researchers used Naïve Bayes, SVM, and 

Decision Tree models to predict CHD from the South African 

Heart Disease dataset, enhancing prediction rates for CHD (Moen 

et al., 2019). 

AI has also shown promise in predicting and diagnosing brain 

diseases (Burgos & Colliot, 2020). Advanced machine learning and 

deep learning techniques are applied in the early diagnosis of 

neurodegenerative diseases such as Alzheimer's and Parkinson's 

diseases, as well as brain tumors, which are often challenging to 

detect in their early stages (Das et al., 2021). AI can process vast 

amounts of brain signal data to uncover insights that are not 

immediately apparent to human observers (Jia et al., 2019). One of 

the most commonly used algorithms for such disease detection is 

deep learning-based convolutional neural networks (CNNs). 

Similarly, AI algorithms are being utilized to detect and predict 

breast cancer at early stages. Early detection is crucial for effective 

treatment of breast cancer, a leading cause of death among women 

(Min et al., 2023). For example, the Wisconsin Breast Cancer 

Dataset (WBCD) is frequently used for investigating machine 

learning methods for breast cancer diagnosis. The least-squares 

support vector machine (LSSVM) algorithm achieved 98.53% 

accuracy in diagnosing breast cancer using this dataset (Min et al., 

2023). Other algorithms, such as a hybrid fuzzy-artificial immune 

system combined with a k-nearest neighbor algorithm, achieved 

99.14% accuracy, and an SVM algorithm with feature selection 

achieved 99.51% accuracy (Yu et al., 2022; Lamba et al., 2022). 

Despite these advancements, challenges remain in applying AI, 

deep learning, and machine learning in disease diagnosis and 

prediction (Das et al., 2021). One significant challenge is the large 

volume of data required to train these models, which is not always 
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available, especially for rare diseases. Additionally, labeling data, 

which necessitates expertise and can be time-consuming and 

costly, presents a major hurdle (Nasir et al., 2022). To address this, 

techniques such as data augmentation, which artificially increases 

the size of the dataset, can be employed (Campos et al., 2019). 

Another challenge is the complexity of deep learning models, 

which can be reduced using techniques like pruning, quantization, 

and low-rank factorization, which help maintain model 

performance while reducing computational resources (Tong et al., 

2020). The analysis of low-contrast images is also a challenge in 

medical imaging, with techniques like Histogram Equalization 

(HE) being used to enhance contrast and improve image quality 

(Ahmed et al., 2022; Suh et al., 2023). 

Machine learning and deep learning can analyze large medical 

datasets such as patient records, imaging studies, and laboratory 

results to identify patterns that may be unnoticed by human 

clinicians (Ricke et al., 2020). This leads to more accurate and 

efficient diagnoses and enables the development of personalized 

treatment plans based on a patient’s medical history (Joshi et al., 

2023). It is critical, however, to ensure that the data used to train 

these models is diverse and unbiased to avoid any potential 

inaccuracies or discrimination in diagnoses (Magalhaes et al., 

2021). 

Looking ahead, machine learning and deep learning algorithms 

will continue to evolve and become increasingly integrated into the 

healthcare industry, improving disease prediction and diagnosis 

(Pagono et al., 2023). These technologies can analyze genomic 

data to identify genetic markers for various diseases, leading to 

more precise and personalized treatment plans (Johnson et al., 

2018). Additionally, predictive models for disease progression and 

treatment responses are also being developed, enabling physicians 

to identify high-risk patients early and provide more effective 

interventions (Shameer et al., 2018; Gantam & Sharma, 2020). As 

these techniques advance, they are poised to revolutionize patient 

care, leading to improved outcomes and more effective healthcare 

solutions. 

5. Conclusion 

This review emphasizes the transformative role of High-

Performance Computing (HPC) in AI-driven disease prediction, 

enhancing diagnostic precision and computational efficiency 

(Srivastava et al., 2021). Although challenges such as 

infrastructure limitations and regulatory approval persist, future 

progress in integrating artificial intelligence with HPC offers 

significant promise for personalized medicine and early disease 

detection (Faieq & Mijwil, 2022). 

Deep learning and machine learning techniques possess immense 

potential to revolutionize disease diagnosis and prediction. In this 

context, the accuracy and reliability of diagnoses are critical to 

effective treatment (Li et al., 2022). AI has demonstrated 

remarkable accuracy in detecting image-based diseases and 

predicting treatment outcomes, including survival rates and 

treatment responses (Joshi et al., 2023). The massive volume of 

image data requires sophisticated processing capabilities, provided 

by AI methods, to ensure timely, reliable, and precise results 

(Coenen et al., 2018). In medical diagnostics, factors such as 

detection accuracy, effective treatment planning, and ensuring 

patient well-being are essential (Afshar et al., 2020). AI 

encompasses a vast range of data, algorithms, advanced computing 

techniques, neural networks, and emerging methods that continue 

to evolve to meet medical needs (Lu et al., 2022). 

This study aims to explore the performance of AI techniques in 

diagnosing and predicting various diseases. The results show that 

Support Vector Machines (SVM) perform exceptionally well in 

predicting heart diseases (Savas, 2022). Supervised deep learning 

networks, particularly conventional neural network (CNN)-based 

models, are widely used due to their high accuracy and rapid image 

recognition capabilities, especially for diagnosing respiratory, lung, 

skin, and brain diseases, leading to significant results (Suh et al., 

2023). In breast cancer diagnosis, combining KNN with other 

networks like SVM enhances diagnostic accuracy (Chen et al., 

2019). Therefore, deep learning and machine learning, with their 

impressive experimental results in detecting and classifying 

medical images, play a critical role in the success of diagnosing 

various diseases (Tong et al., 2020). In essence, AI-based methods 

optimize medical systems for diagnosing and predicting conditions 

by utilizing various resources efficiently. 

With the rapid advancement of AI technologies, the objective 

diagnosis of diverse diseases will soon become a streamlined 

process, reducing the workload for doctors (Lamba et al., 2022). 

This review, focusing on the application of HPC in healthcare 

diagnostics, concludes that AI, particularly through machine 

learning (ML) and deep learning (DL), is integral to achieving 

HPC in medical diagnostics and treatment. These technologies are 

essential for future improvements in efficiency and accuracy. 

Ultimately, the full potential of AI algorithms could mark a new 

era in the medical field, where most diagnoses and treatments are 

conducted effectively and efficiently by AI-powered systems 

without the need for human intervention, assistance, or 

supervision. 

References 
1. Abedi, V., Khan, A., Chaudhary, D., Misra, D., Avula, V., 

Mathrawala, D. (2020). Using artificial intelligence for 

improving stroke diagnosis in emergency departments: a 

practical framework. Therapeutic Adv Neurol 

Disorders;13:1756286420938962. 

2. Afshar, P., Heidarian, S., Naderkhani, F., Oikonomou, A., 

Plataniotis, K.N., Mohammadi, A. (2020). Covid-caps: a 

capsule network-based framework for identification of covid-

19 cases from x-ray images. Pattern Recogn Lett.;138:638. 

3. Ahmed, H., Hamad, S., Shedeed, H.A., Saad, A. (2022). 

Review of personalized cancer treatment with machine 

learning in 5th international conference on computing and 

informatics (ICCI), New Cairo, Egypt; (2)203. 

4. Alfian, G., Syafrudin, M., Ijaz, M.F., Syaekhoni, M.A., 

Fitriyani, N.L., Rhee, J. (2018). A personalized healthcare 

monitoring system for diabetic patients by utilizing BLE-

based sensors and real-time data processing. 

Sensors.;18(7):2183.  

5. Bharti, R., Khamparia, A., Shabaz, M., Dhiman, G., Pande, S., 

Singh, P. (2021). Prediction of heart disease using a 

combination of machine learning and deep learning. 

ComputIntell Neuroscience;2021:8387680.  

6. Bhatt, C., Kumar, I., Vijayakumar, V., Singh, K.U., Kumar, 

A. (2021). The state of the art of deep learning models in 

medical science and their challenges. Multimedia 

Systems;27(4):599.  



 ISAR J Med Pharm Sci; Vol-3, Iss-3, 2025 

 

21 
 

7. Bhosale, Y.H., Patnaik, K.S. (2023). PulDi-COVID: Chronic 

obstructive pulmonary (lung) diseases with COVID-19 

classification using ensemble deep convolutional neural 

network from chest X-ray images to minimize severity and 

mortality rates. Biomed Signal Process Control.;81: 104445. 

8. Bracher-Smith, M., Crawford, K., Escott-Price, V. (2021). 

Machine learning for genetic prediction of psychiatric 

disorders: a systematic review. Mol Psychiatry.;26(1):70. 

9. Burgos, N., Colliot, O. (2020). Machine learning for 

classification and prediction of brain diseases: recent 

advances and upcoming challenges. Current Opinion 

Neurology.;33(4):439. 

10. Campos, G.F.C., Mastelini, S.M., Aguiar, G.J., Mantovani, 

R.G. (2019). Machine learning hyperparameter selection for 

contrast limited adaptive histogram equalization. EURASIP J 

Image Video Procedure;2019:59. 

11. Cao, R., Bajgiran, A.M., Mirak, S.A., Shakeri, S., Zhong, X., 

Enzmann, D. (2019). Joint prostate cancer detection and 

gleason score prediction in mp-mri via focalnet. IEEE Trans 

Med Imaging.;38(11):2496. 

12. Chee, C.G., Kim, Y., Kang, Y., Lee, K.J., Chae, H-D., Cho, J. 

(2019). Performance of a deep learning algorithm in detecting 

osteonecrosis of the femoral head on digital radiography: a 

comparison with assessments by radiologists. Am J 

Roentgenology;213(1):155. 

13. Chen, J., Remulla, D., Nguyen, J.H., Liu, Y., Dasgupta, P., 

Hung, A.J. (2019). Current status of artificial intelligence 

applications in urology and their potential to influence clinical 

practice. BJU Int.;124(4):567. 

14. Chen, P.H.C., Gadepalli, K., MacDonald, R., Liu, Y., 

Kadowaki, S., Nagpal, K. (2019). An augmented reality 

microscope with real-time artificial intelligence integration for 

cancer diagnosis. Nature Med.;25(9):1453. 

15. Chen, Y., Lin, Y., Xu, X., Ding, J., Li, C., Zeng, Y. (2023). 

Multi-domain medical image translation generation for lung 

image classification based on generative adversarial networks. 

Computer Methods Programs Biomed.;229:107200. 

16. Chen, Z., Liu, X., Hogan, W., Shenkman, E., Bian, J. (2021). 

Applications of artificial intelligence in drug development 

using real-world dat. Drug Discov Today;26(5):1256. 

17. Chenshuo, W., Xianxiang, C., Lidong, D., Qingyuan, Z., 

Ting, Y., Zhen, F. (2020). Comparison of machine learning 

algorithms for the identification of acute exacerbations in 

chronic obstructive pulmonary disease. Comput Methods 

Programs Biomed.;188: 105267. 

18. Coenen, A., Kim, Y.H., Kruk, M. (2018). Diagnostic accuracy 

of a machine-learning approach to coronary computed 

tomographic angiography-based fractional flow reserve: result 

from the MACHINE consortium. Circulatory Cardiovascular 

Imaging.;11(6):007217. 

19. Das, K., Cockerell, C.J., Patil, A., Pietkiewicz, P., Giulini, M., 

Grabbe, S. (2021). Machine learning and its application in 

skin cancer. Int J Environ Res Pub Health.;8(24):13409. 

20. Dhal, P., Azad, C. (2022). A comprehensive survey on feature 

selection in the various fields of machine learning. Appl 

Intelligence;52(4):4543.  

21. Faieq, A.K., Mijwil, M.M. (2022). Prediction of heart diseases 

utilising support vector machine and artificial neural network. 

Indon J of Elect Eng Computer Science;26(1):374. 

22. Gautam, R., Sharma, M. (2020). Prevalence and diagnosis of 

neurological disorders using different deep learning 

techniques: a meta-analysis. Journal Medical 

System;44(2):49.  

23. Ghafari, M., Mailman, D., Hatami, P., Peyton, T., Yang, L., 

Dang, W. (2022). A comparison of YOLO and mask-RCNN 

for detecting cells from microfluidic images in international 

conference on artificial intelligence in information and 

communication (ICAIIC), Jeju Island, Korea, Republic of. 

(1)43. 

24. Ghazal, T.M., Hasan, M.K., Alshurideh, M.T., Alzoubi, H.M., 

Ahmad, M., Akbar, S.S. (2021). IoT for smart cities: machine 

learning approaches in smart healthcare—a review. Future 

Internet;13(8):218. 

25. Goenka, N., Tiwari, S. (2021). Deep learning for Alzheimer 

prediction using brain biomarkers. ArtifIntell 

Rev.;54(7):4827.  

26. Gorris, M., Hoogenboom, S.A., Wallace, M.B., van Hooft, 

J.E. (2021). Artificial intelligence for the management of 

pancreatic diseases. Digestive Endoscopy;33(2):231.  

27. Guni, A., Normahani, P., Davies, A., Jaffer, U. (2021). 

Harnessing machine learning to personalize web-based health 

care content. J Med Int Resources;23(10):25497.  

28. Han, D.H., Lee, S., Seo, D.C. (2020). Using machine learning 

to predict opioid misuse among U.S. adolescents. Prev 

Med.;130: 105886. 

29. Hossain, M.D., Kabir, M.A., Anwar, A., Islam, M.Z. (2021). 

Detecting autism spectrum disorder using machine learning 

techniques. Health Inform Sci Systems;9(1):17. 

30. Ijaz, M.F., Alfian, G., Syafrudin, M., Rhee, J. (2018). Hybrid 

prediction model for type 2 diabetes and hypertension using 

DBSCAN-based outlier detection, synthetic minority over 

sampling technique (SMOTE), and random forest. Applied 

Science;8(8):1325.  

31. Jader, R., Aminifar, S. (2022). Fast and accurate artificial 

neural network model for diabetes recognition. 

NeuroQuantology.;20(10):2187.  

32. Jamal, K.J., Simon, Y.F. (2021). A comparison of machine 

learning algorithms for diabetes prediction. ICT 

Express.;7(4):432. 

33. Jia, B., Lv, J., Liu, D. (2019). Deep learning-based automatic 

downbeat tracking: a brief review. Multimedia 

System;25(6):617. 

34. Jiji, G.W., Rajesh, A., Raj, P.J.D. (2020). Decision support 

techniques for dermatology using case-based reasoning. Int J 

Image Graphics.;20(03):2050024.  

35. Johnson, K.W., Soto, J.T., Glicksberg, B.S., Shameer, K., 

Miotto, R., Ali, M. (2018). Artificial intelligence in 

cardiology. J Am Coll Cardiol.;71(23):2668. 

36. Joshi, P., Hasanuzzaman, M., Thapa, C., Afli, H., Scully, T. 

(2023). Enabling all in-edge deep learning: a literature review. 

IEEE Access.;11:3431. 

37. Keenan, T.D., Clemons, T.E., Domalpally, A., Elman, M.J., 

Havilio, M., Agron, E. (2021). Retinal specialist versus 

artificial intelligence detection of retinal fluid from OCT: age-

related eye disease study 2: 10-year follow-on stud. 

Ophthalmology.;128(1):100.  

38. Khan, P., Kader, M.F., Islam, S.M.R., Rahman, A.B., Kamal, 

M.S., Toha, M.U. (2021). Machine learning and deep learning 



ISAR J Med Pharm Sci; Vol-3, Iss-3, 2025 
 

22 
 

approaches for brain disease diagnosis: principles and recent 

advances. IEEE Access.;9:37622. 

39. Kong, B., Wang, X., Bai, J., Lu, Y., Gao, F., Cao, K. (2020). 

Learning tree-structured representation for 3D coronary artery 

segmentation. Comput Med Imaging 

Graphics;80(101688):2020. 

40. Kumar, Y., Mahajan, M. (2020). Recent advancement of 

machine learning and deep learning in the field of healthcare 

system. Comp Intelligent Machine Learning Healthcare 

Information;1:77. 

41. Kumar, Y., Singla, R. (2021). Federated learning systems for 

healthcare perspective and recent progress Federated Learning 

Systems. Cham: Springer; (2)34. 

42. Lamba, R., Gulati, T., Jain, A. (2022). A hybrid system for 

Parkinson’s disease diagnosis using machine learning 

techniques. Int J Speech Technology;25(3):583. 

43. Li, C., Zhang, Y., Weng, Y., Wang, B., Li, Z. (2023). Natural 

language processing applications for computer-aided 

diagnosis in oncology. Diagnostics.;13(2):286. 

44. Li, X., Jiang, Y., Liu, Y., Zhang, J., Yin, S., Luo, H. (2022). 

RAGCN: region aggregation graph convolutional network for 

bone age assessment from x-ray images. IEEE Trans 

InstrumMeas;71:1. 

45. Li, X., Jiang, Y., Zhang, J., Li, M., Luo, H., Yin, S. (2022). 

Lesion-attention pyramid network for diabetic retinopathy 

grading. ArtifIntell Med.;126: 102259. 

46. Li, Y., Qiu, H., Hou, Z. (2022). Additional value of deep 

learning computed tomographic angiography-based fractional 

flow reserve in detecting coronary stenosis and predicting 

outcomes. Acta Radiological;63(1):133. 

47. Lu, H., Uddin, S., Hajati, F., Moni, M.A., Khushi, M. (2022). 

A patient network-based machine learning model for disease 

prediction the case of type 2 diabetes mellitus. Applied 

Intelligence;52(3):2411. 

48. Lu, H., Yao, Y., Wang, L., Yan, J., Tu, S., Xie, Y. (2022). 

research progress of machine learning and deep learning in 

intelligent diagnosis of the coronary atherosclerotic heart 

disease. Comp Mathemat Methods Med.:3016532. 

49. Magalhaes, C., Tavares, J.M.R., Mendes, J., Vardasca, R. 

(2021). Comparison of machine learning strategies for 

infrared thermography of skin cancer. Biomed Signal Process 

Control.;69: 102872. 

50. Marwa, E-G., Moustafa, HE-D., Khalifa, F., Khater, H., 

AbdElhalim, E. (2023). An MRI-based deep learning 

approach for accurate detection of Alzheimer’s disease. Alex 

English Journal.;63:211.  

51. Matsuoka, R., Akazawa, H., Kodera, S., Komuro, I. (2020). 

The dawning of the digital era in the management of 

hypertension. Hypertens Resources;43(11):1135.  

52. Min, R., Wang, Z., Zhuang, Y., Yi, X. (2023). Application of 

semi-supervised convolutional neural network regression 

model based on data augmentation and process spectral 

labeling in Raman predictive modeling of cell culture 

processes. Biochem Eng Journal;191: 108774. 

53. Minaee, S., Kafieh, R., Sonka, M., Yazdani, S., Soufi, G.J. 

(2020). Deep-COVID: predicting COVID-19 from chest X-

ray images using deep transfer learning. Med Image 

Analysis;65: 101794. 

54. Moen, E., Bannon, D., Kudo, T., Graf, W., Covert, M., Valen, 

D.V. (2019). Deep learning for cellular image analysis. Nat 

Methods.;16(12):1233. 

55. Mohan, S., Thirumalai, C., Srivastava, G. (2019). Effective 

heart disease prediction using hybrid machine learning 

techniques. IEEE Access.;7:81542. 

56. Momin, M.A., Bhagwat, N.S., Dhiwar, A.V., Chavhate, S.B., 

Devekar, N.S. (2019). Smart body monitoring system using 

IoT and machine learning. Int J Adv Res Elect Electron 

Instrum Eng.;8(5):1501. 

57. Nasir, M.U., Khan, M.A., Zubair, M., Ghazal, T.M., Said, 

R.A., Hamadi, H.A. (2022). Single and mitochondrial gene 

inheritance disorder prediction using machine learning. 

Computers Mat Continua.;73(1):953. 

58. Nithya, A., Appathurai, A., Venkatadri, N., Ramji, D.R., 

Palagan, C.A. (2020). Kidney disease detection and 

segmentation using artificial neural network and multi-kernel 

k-means clustering for ultrasound images. Measurement;149: 

106952. 

59. Nordin, N., Zainol, Z., Noor, M.H.M., Chan, L.F. (2023). An 

explainable predictive model for suicide attempt risk using an 

ensemble learning and Shapley additive explanations (SHAP) 

approach. Asian Journal Psychiatric;79: 103316. 

60. Owais, M., Arsalan, M., Choi, J., Mahmood, T., Park, K.R. 

(2019). Artificial Intelligence-based classification of multiple 

gastrointestinal diseases using endoscopy videos for clinical 

diagnosis. J Clinical Medicine;8(7):986.  

61. Pagano, T.P., Loureiro, R.B., Lisboa, F.V., Peixoto, R.M., 

Guimarães, G.A., Cruz, G.O. (2023). Bias and unfairness in 

machine learning models: a systematic review on datasets, 

tools, fairness metrics, and identification and mitigation 

methods. Big Data Cognitive Computer;7(1):15. 

62. Rajaraman, S., Antani, S.K., Poostchi, M., Silamut, K., 

Hossain, M.A., Maude, R.J. (2018). Pre-trained convolutional 

neural networks as feature extractors toward improved 

malaria parasite detection in thin blood smear images. 

PeerJ.;6:4568.  

63. Rieke, N., Hancox, J., Li, W., Milletari, F., Roth, H.R., 

Albarqouni, S. (2020). The future of digital health with 

federated learning. NPJ Digit Med.;3(1):1. 

64. Rizk, Y., Hajj, N., Mitri, N., Awad, M. (2019). Deep belief 

networks and cortical algorithms: a comparative study for 

supervised classification. App Computer 

Information;15(2):81.  

65. Saha, P., Sadi, M.S., Islam, M.M. (2021). EMCNet: 

Automated COVID-19 diagnosis from X-ray images using 

convolutional neural network and ensemble of machine 

learning classifiers. Inform Med Unlocked.;22: 100505.  

66. Savaş, S. (2022). Detecting the stages of Alzheimer’s Disease 

with Pre-trained deep learning architectures. Arab J Sci 

Eng.;47(2):2201. 

67. Shabut, A.M., Tania, M.H., Lwin, K.T., Evans, B.A., Yusof, 

N.A., Abuhassan, K. (2018). An intelligent mobile enabled 

expert system for tuberculosis disease diagnosis in real time. 

Expert System Application;114:65.  

68. Shameer, K., Johnson, K.W., Glicksberg, B.S., Dudley, J.T., 

Sengupta, P.P. (2018). Machine learning in cardiovascular 

medicine: are we there yet? Heart.;104(14):1156. 

69. Sinagra, E., Badalamenti, M., Maida, M., Spadaccini, M., 

Maselli, R., Rossi, F. (2020). Use of artificial intelligence in 

improving adenoma detection rate during colonoscopy: might 

both endoscopists and pathologists be further helped. World J 

Gastroenterology;26(39):5911.  



 ISAR J Med Pharm Sci; Vol-3, Iss-3, 2025 

 

23 
 

70. Somani, S., Russak, A.J., Richter, F., Zhao, S., Vaid, A., 

Chaudhry, F. (2021). Deep learning and the 

electrocardiogram: review of the current state-of-the-art. EP 

Europace.;23(8):1179. 

71. Srivastava, A., Jain, S., Miranda, R., Patil, S., Pandya, S., 

Kotecha, K. (2021). Deep learning based respiratory sound 

analysis for detection of chronic obstructive pulmonary 

disease. PeerJ Comp Science;7: e369. 

72. Suh, B., Yu, H., Kim, H., Lee, S., Kong, S., Kim, J.W. (2023). 

Interpretable deep-learning approaches for osteoporosis risk 

screening and individualized feature analysis using large 

population-based data: model development and performance 

evaluation. J Med Int Resources;25(1):40179. 

73. Suresha, P.B., Wang, Y., Xiao, C., Glass, L., Yuan, Y., 

Clifford, G.D. (2021). A deep learning approach for 

classifying nonalcoholic steatohepatitis patients from 

nonalcoholic fatty liver disease patients using electronic 

medical records. In: Explainable AI in Healthcare and 

Medicine. Switzerland: Springer; (1) 29.  

74. Taylor, R.A., Moore, C.L., Cheung, K.H., Brandt, C. (2018). 

Predicting urinary tract infections in the emergency 

department with machine learning. PLoS ONE.; 13: 

e0194085. 

75. Tazarv, A., Labbaf, S., Reich, S.M., Dutt, N., Rahmani, A.M., 

Levorato, M. (2021). Personalized stress monitoring using 

wearable sensors in everyday settings in 43rd annual 

international conference of the IEEE engineering in medicine 

& biology society (EMBC), Mexico, (1) 223. 

76. Tengnah, M.A.J., Sooklall, R., Nagowah, S.D. (2019). A 

predictive model for hypertension diagnosis using machine 

learning techniques telemedicine technologies. Elsevier: 139. 

77. Tigga, N.P., Garg, S. (2020). Prediction of type 2 diabetes 

using machine learning classification methods. Procedia 

Computer Science;167:706.  

78. Tong, Y., Lu, W., Yu, Y., Shen, Y. (2020). Application of 

machine learning in ophthalmic imaging modalities. Eye 

Vision.;7(1):1. 

79. Uysal, G., Ozturk, M. (2020). Hippocampal atrophy-based 

Alzheimer’s disease diagnosis via machine learning methods. 

J Neurosci Methods.; 33:108669.  

80. Verma, A., Agarwal, G., Gupta, A.K., Sain, M. (2021). Novel 

hybrid intelligent secure cloud internet of things based disease 

prediction and diagnosis. Electronics.; 10(23):3013.  

81. Wang, A., Zhang, Q., Han, Y., Megason, S., Hormoz, S., 

Mosaliganti, K.R. (2022). A novel deep learning-based 3D 

cell segmentation framework for future image-based disease 

detection. Scientific Rep.;12(1):342. 

82. Wen, J., Thibeau-Sutre, E., Diaz-Melo, M., Samper-González, 

J., Routier, A. (2020). Convolutional neural networks for 

classification of Alzheimer’s disease: overview and 

reproducible evaluation. Med Image Anal.;63:101694. 

83. Woldaregay, A.Z., Årsand, E., Walderhaug, S., Albers, D., 

Mamykina, L., Botsis, T. (2019). Data-driven modeling and 

prediction of blood glucose dynamics: machine learning 

applications in type 1 diabetes. ArtifIntellMed.; 98:109.  

84. Won, L.Y., Woo, C.J., Eun-Hee, S. (2021). Machine learning 

model for predicting malaria using clinical information. 

Comput Biol Med.;129: 104151. 

85. Xi, X., Meng, X., Yang, L., Nie, X., Yang, G., Chen, H., Fan, 

X., Yin, Y., Chen, X. (2019). Automated segmentation of 

choroidal neovascularization in optical coherence tomography 

images using multi-scale convolutional neural networks with 

structure prior. Multimedia Systems; 25(2): 95.  

86. Xu, L., Gao, J., Wang, Q., Yin, J., Yu, P., Bai, B. (2020). 

Computer-aided diagnosis systems in diagnosing malignant 

thyroid nodules on ultrasonography: a systematic review and 

meta-analysis. European Thyroid J.; 9 (4): 186.  

87. Yu, X., Zhou, Q., Wang, S., Zhang, Y.D. (2022). A 

systematic survey of deep learning in breast cancer. Int J 

Intelligence System; 399987(1):152. 

88. Zhi-Qiang, W., Yu-Jie, Z., Ying-Xin, Z. (2019). Diagnostic 

accuracy of a deep learning approach to calculate FFR from 

coronary CT angiography. J Geriatric Cardiological;16(1):42. 

89. Zitnik, M., Nguyen, F., Wang, B., Leskovec, J., Goldenberg, 

A., Hoffman, M.M. (2019). Machine learning for integrating 

data in biology and medicine: principles, practice, and 

opportunities. Inf Fusion.; 50:71. 

 


